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Abstract Background/purpose: Proper implant-ridge classification is crucial for developing a
dental implant treatment plan. This study aimed to verify the ability of MobileNet, an
advanced deep learning model characterized by a lightweight architecture that allows for effi-
cient model deployment on resource-constrained devices, to identify the implant-ridge rela-
tionship.

Materials and methods: A total of 630 cone-beam computerized tomography (CBCT) slices
from 412 patients were collected and manually classified according to Terheyden’s definition,
preprocessed, and fed to MobileNet for training under the conditions of limited datasets (219
slices, condition A) and full datasets (630 cases) without and with automatic gap filling (con-
ditions B and C).

Results: The overall model accuracy was 84.00% in condition A and 95.28% in conditions B and
C. In condition C, the accuracy rates ranged from 94.00 to 99.21%, with F1 scores of 89.36
—100.00%, and errors due to unidentifiable bone-implant contact and miscellaneous reasons
were eliminated.

Conclusion: The MobileNet architecture was able to identify the implant-ridge classification on
CBCT slices and can assist clinicians in establishing a reliable preoperative diagnosis and
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treatment plan for dental implants. These results also suggest that artificial intelligence-
assisted implant-ridge classification can be performed in the setting of general dental practice.
© 2023 Association for Dental Sciences of the Republic of China. Publishing services by Elsevier
B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).

Introduction

Classification of the implant-ridge relationship is crucial in
dental implant treatment planning. Understanding the
pattern of bone loss allows clinicians to better prepare for
the surgical procedure by allowing them to decide whether
bone grafting is required before implant placement, to
determine the optimal positioning of the implant, and to
predict the prognosis of the implant.

Several classification systems have been developed to
reflect the pattern and severity of alveolar bone loss. The
Cawood and Howell classification categorizes the changes
in alveolar bone shape following tooth extraction over
time." On the other hand, Seibert’s classification classifies
these changes based on the extent of vertical and hori-
zontal alveolar bone defects.” The HVC ridge deficiency
classification provides a more detailed classification by
assessing the amount of horizontal and vertical bone loss
separately.> Terheyden’s classification, a more recently
developed system, focuses on categorizing the defects in
the alveolar bone that correspond to the position of the
dental implant.*

However, the diagnostic process relies on the subjective
interpretation of radiographic images by dental pro-
fessionals, which requires extra-training and is potentially
prone to bias and inconsistencies. Artificial intelligence (Al)
has made significant advancements in recent years and has
revolutionized various aspects of the medical field,” by
leveraging Al algorithms, such as deep learning and com-
puter vision. It has thus become possible to create a more
objective, precise, and efficient classification system to
assess the implant-ridge relationship.

Obtaining and annotating a large amount of data has
always been a major challenge in Al-based training for
medical images. The solutions include the reduction of
features when the data source is limited and the develop-
ment of automatic or semi-automatic annotation systems.
Dataset preprocessing might be helpful for improving the
accuracy of Al models on medical image identifications.®’
Convolutional neural network (CNN) architecture is a
deep learning model that is specifically designed for pro-
cessing grid-like structured data, such as images, and it
utilizes convolutional layers, pooling layers, and fully con-
nected layers to efficiently capture local features and
perform feature extraction and classification.®’ Extensive
CNNs, such as ResNet and U-Net, provide increased accu-
racy and performance in complex tasks.'® However, they
are associated with increased computational requirements,
a larger memory footprint, and an increased processing
time. These networks may not be suitable for the resource-
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limited environments, potentially impeding their practi-
cality for dental applications.

MobileNet, an advanced CNN model, has emerged as a
popular choice for medical diagnostic tasks such as skin
disease classification,'"'? and assessment of lung diseases
with chest radiography.®'® In the traditional CNNs, a
standard convolutional layer performs both filtering
(extracting features) and combining (mixing features) in a
single step. This approach can be computationally
expensive, especially for deeper networks with a large
number of parameters. The major characteristic of Mobi-
leNet is the use of depthwise separable convolutions,
which filter the input channels independently and
combine the output across channels, leading to significant
reductions of computational demands and overall model
size compared to the standard convolutions.'* The light-
weight architecture of MobileNet allows for efficient
model deployment on resource-constrained devices, such
as smartphones and embedded systems. This advantage is
particularly useful in dental practices where high-
performance computational resources might not be
available. Through appropriate image preprocessing,
MobileNet has demonstrated nearly equivalent perfor-
mance to conventional CNNs.'®

The aim of this study was to verify the ability of Mobi-
leNet architecture for identifying the relationship between
the implant and alveolar bone on the cross-sectional image
slices from cone-beam computed tomography (CBCT), and
the contribution of data preprocessing in this architecture
was also assessed. This model enabled the development of
an Al-based automatic alveolar bone defect diagnostic
evaluation system, which will assist clinicians to establish a
reliable preoperative diagnosis and treatment plan, spe-
cifically the optimal timing for dental implant placement,
the necessity for bone regeneration procedures, and
whether a staged surgical approach should be considered.
This advancement could also reduce decision in-
consistencies among clinicians and prevent potential med-
ical errors.

Materials and methods

Ethical approval and image selection

The Institutional Review Board of National Taiwan Univer-
sity Hospital (NTU) granted approval for this study
(No.202209110RIND), and the study adhered to the 1975
Declaration of Helsinki as revised in 2000.'® Due to the
retrospective and non-interventional design of the study
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and anonymous data analysis, informed consent was not
required. CBCT images from the Department of Dentistry’s
Radiographic Unit at NTUH captured between March and
September 2016 using a CBCT scanner (3D Accuitomo XYZ
Slice View Tomograph; Morita, Kyoto, Japan) and i-Dixel
3DX software (version 2.2.1.3) were included if they met
the following specified criteria:

1. Patients aged >20 years;

2. Patients with one or multiple missing dentition in the
posterior mandibular area, excluding the third molars;

. Patients without any detectable pathological conditions
such as bone tumors or cysts on CBCT;

. Patients without prior bone augmentation or surgical
procedures conducted in the edentulous area; and

. Patients without a history of use of medications that
could potentially influence bone metabolism.

Virtual implant placement

Utilizing a computer-guided implant treatment software

(Simplant Master 2011 V14.0.0.102, Materialise Dental n.v.,

Leuven, Belgium), the CBCT images were reconstructed. A

proficient periodontist (LWY) virtually positioned the

implant fixtures (10 mm length) in the edentulous sections
of the CBCT images, following the following established
criteria:

1. Ensuring an appropriate inter-occlusal distance and

emergence profile, the top of the fixture was situated

near the alveolar crest of the neighboring teeth.

. To guarantee the maximum intercuspation and harmo-
nized alignment for the future prosthesis, the center of
the fixture in the buccolingual aspect was positioned in
the occlusal table.

. For premolars, the width of fixture was 4 mm, while for
molars, it was 5 mm.

Ridge classification and labeling

Based on Terheyden’s classification,” the mandibular
edentulous ridges were categorized into the following five
types according to their anatomical features:

Type 0/4: The buccal and lingual aspects of the implant
are fully supported by alveolar bone.

Type 1/4: The buccal bone support is reduced by less
than 50% of the implant length without obvious reduction of
lingual bone support.

Type 2/4: The buccal bone support is reduced by 50% or
more of the implant length without obvious reduction of
lingual bone support.

Type 3/4: Both the buccal and lingual/palatal bone
supports are obviously reduced, and the reduction of
lingual bone support is less than 50% of the implant
length.

Type 4/4: Both the buccal and lingual bone supports are
reduced by 50% or more of the implant length.

Two experienced periodontists (CHC and LWL) labeled
the classifications of edentulous ridges based on the
implant position observed in the slices.
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Image preprocessing

The flow of image preprocessing is illustrated in Fig. 1. The
original image was reoriented to upright and centralized
along the long axis of the implant to isolate a rectangular
region of interest (ROI), which was bound by the top and
bottom of a centralized implant. The ROl was cropped,
resized to 225x225 pixels, and converted to a grayscale
image.

To minimize interference from the implant in the deep
learning model, a mask was created to cover the implant
area. The contrast of the images was adjusted using the
convertScaleAbs function from OpenCV Library (adjusted,
alpha = 1.7, beta = 0), followed by K-means clustering to
divide the images into three threshold levels. The images
were then normalized, and their grayscale values were
transformed to 0, 127, and 255.

To fill the hollow areas within the ridge, the cv2.find-
Contours function from OpenCV Library was employed. In
cases in which the outer edges of the bone contour were
discontinuous on the image, the region connecting the
center of the implant masked in the horizontal direction
was filled to maximally delineate the range of the alveolar
bone.

CNN for deep learning

MobileNet was used to classify the implant-ridge relation-
ship. This architecture utilizes depthwise separable con-
volutions that consist of two distinct layers: depthwise
convolution and pointwise convolution. In the depthwise
convolution layer, a single filter is applied to each input
channel. The outputs of the depthwise convolution are then
combined using a 1 x 1 pointwise convolution.

The images were stratified into three groups for model
training and testing: training data, validation data, and test
data, with a ratio of 7:1:2, and the MobilelNet models were
trained for 50 epochs with the Adam optimizer and evalu-
ated with the validation group. Nvidia Geforce RTX 2080ti
GPU, Intel Core i9-9900K CPU, and the Tensorflow 2.0
toolkit were used for the network.

Data presentation and model performance

The datasets were run using three conditions: the limited
image dataset (219 slices) without automatic gap filling
(condition A), the full dataset (630 slices) without auto-
matic gap filling (condition B), and the full dataset (630
slices) with automatic gap filling (condition C).

All data are presented as the mean + standard devia-
tion. A confusion matrix was used to evaluate the model
performance, and the following parameters were assessed:

True positive (TP) + true negative

Accuracy = Total examined datasets
Precision = L

TP + false positive (FP)
Recall = P

TP + false negative (FN)
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The image preprocessing process. Initially, the image slice was re-oriented according to the long axis of the dental
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implant, and ROI segmentation was performed. The image was then resized to a standardized dimension and converted to a
grayscale-type image. Subsequently, the implant region is masked to reduce interference, and the contrast enhancement was
performed. The K-means clustering method is used for block labeling after standardization. The image was then normalized and fed
to MobileNet for training. In Condition C, an additional process called ‘gap filling’ was applied. This algorithm involved capturing
the contour of the alveolar bone and filling the area horizontally towards the implant region.

2«TP

F1score = p T FP T AN

Results

A total of 630 image slices from 412 patients (198 males and
214 females aged 56.27 + 12.34 years) were included in the
datasets in this study. The distribution of each class and
group is presented in Table 1.

Model performance

Among all the preprocessed images, the model accuracy
was 84.00% in condition A, 95.28% in condition B, and
95.28% in condition C. The model performance according to
the implant-ridge relationship is shown in Table 2.

Table 1 The distribution and the arrangement of
datasets.
Total Training  Validating Test
sites  datasets datasets datasets
Condition A 219 169 None 50
Type 0/4 55 45 None 10
Type 1/4 64 54 None 10
Type 2/4 32 22 None 10
Type 3/4 37 27 None 10
Type 4/4 31 21 None 10
Condition B/C 630 441 62 127
Type 0/4 162 112 16 34
Type 1/4 146 103 15 28
Type 2/4 104 74 10 20
Type 3/4 113 79 11 23
Type 4/4 105 74 10 21
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The accuracy, precision, recall, and F1 score in con-
dition A was lower than those in conditions B and C. The
F1 score was generally >90% in conditions B and C, and
the highest F1 score was noted in type 0/4 in condition
C (100%), while type 3/4 in condition C had the lowest
F1 score (89.36%). In conditions B and C, the precision
was the lowest in type 2/4 in condition B (86.96%), and
the recall was the lowest in type 3/4 of condition
C (87.5%).

Prediction errors

In condition A, the images with prediction errors could be
categorized into the following types: artifact disturbance,
which included the superimposition of the opposite

Table 2 Model performance of the mandibular datasets
based on the defect types.

Condition A 0/4 1/4 2/4 3/4 4/4
Accuracy (%) 98.00 94.00 88.00 90.00 94.00
Precision (%) 100.00 72.73 72.73 72.73 100.00
Recall (%) 91.67 100.00 72.73 80.00 70.00
F1score (%) 95.65  84.21 72.73 76.19 82.35
Condition B 0/4 1/4 2/4 3/4 4/4
Accuracy (%) 98.43  98.43 97.64 98.43 97.63
Precision (%) 100.00 96.43 86.96 95.65 95.00
Recall (%) 94.12  96.43 100.00 95.65 90.48
F1 score (%) 96.97 96.43 93.02 95.65 92.68
Condition C  0/4 1/4 2/4 3/4 4/4
Accuracy (%) 100.00 96.85  99.21 96.06 98.43
Precision (%) 100.00 93.33 95.24 91.30 95.24
Recall (%) 100.00 93.33 100.00 87.50 95.24
F1score (¥) 100.00 93.33 97.56 89.36 95.24
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occlusion or the surgical stent, a radiographic artifact
associated with air, a discontinuous cortical bone plate, or
other imaging characteristics that caused incorrect
threshold determination (Fig. 2A); unidentifiable bone-
implant contact caused by thin alveolar bone or a large
bone marrow space adjacent to the implant (Fig. 2B); and
miscellaneous errors, which referred to bone-implant con-
tact that was identifiable and consistent with the original
images after preprocessing but still resulted in incorrect
model prediction. Miscellaneous errors were noted in most
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Figure 2
(C) miscellaneous errors.
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Actual: Type 4/4

Actual: Type 3/4

1IN DN

types of implant-ridge relationships except for types 0/4
and 1/4. (Fig. 2C).

In condition B, artifact disturbance (Fig. 3A) was still
observed. Two images revealed unidentifiable bone-
implant contact due to the misdetection of thin alveolar
bone plates (Fig. 3B). One case of type 0/4 presented
miscellaneous errors (Fig. 3C).

In condition C, six images demonstrated artifact distur-
bance (Fig. 4). None of the images showed unidentifiable
bone-implant contact or miscellaneous errors.
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The cases of incorrect classification in condition A. (A) artifact disturbance. (B) Unidentifiable bone-implant contact.
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(C) miscellaneous errors.

Discussion

In this study, we established a CBCT database to identify
the implant-ridge relationship from 630 sites in 420 pa-
tients. This database can be used to train Al models in
related research fields. MobileNet, a deep learning model
with a CNN architecture and reduced computational
complexity that can be utilized efficiently on mobile de-
vices or lightweight laptops,’”” was employed for data
training and achieved accuracy rates of 94.00—99.21% and
F1 scores of 89.36—100.00%. The outcome was comparable
to the findings of our previous investigation using a ResNet-
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The cases of incorrect classification in condition B. (A) artifact disturbance. (B) Unidentifiable bone-implant contact.

50 model, which is a conventional CNN architecture with
greater computational complexity, that demonstrated an
overall accuracy of 99.52—99.84% with an F1 score of
97.3—99.96%. The results from this study implied that this
Al model can be used in situations with limited access to
information technology and that it was capable of providing
benefits in the setting of general dental practice.

In clinical practice, a simpler approach such as simul-
taneous implant placement with guided bone regeneration
(GBR) can be adopted for type 1/4 alveolar bone defects,
while materials with space-maintaining effects are needed
for type 2/4 and type 3/4 defects, and a staged approach
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Figure 4 The cases of incorrect classification due to the artifact disturbance in condition C.

may be necessary to reduce the risk of exposing rough
implant surfaces. With regard to type 4/4 bone defects,
due to the need for rigid materials and the increased dif-
ficulty in flap management, an experienced surgeon must
design and execute the surgical plan to minimize the
postoperative complications. Proper classification of the
implant-ridge relationship is crucial for the overall success
of the treatment.

To assess the factors influencing the performance of
MobileNet for determining the implant-ridge relationship,
different sizes of datasets were investigated (conditions A
and B), and the results revealed that the model perfor-
mance was significantly improved when the datasets were
larger (Table 2). From these results, the primary source of
classification errors seems to stem from preprocessing,
particularly the excessive radiopacity caused by the pres-
ence of a surgical stent (Figs. 2—4). This issue can be
overcome by adopting a fully digital preoperative planning
approach without the need for a pre-fabricated surgical
stent or a specialized algorithm to remove the surgical
stent on the image to eliminate this obstacle. Another issue
is related to the presence of air in the oral cavity resulting
in image radiolucency. To mitigate this issue, deeper ra-
diolucencies can be filtered out during the K-means stage to
minimize this artifact.

Another category was the unidentifiable bone-implant
contact; this occurs mainly in cases of thin alveolar bone or

a large bone marrow space around the implant (Fig. 2B &
3B). Due to the limitations of CBCT imaging, there is only
an approximately 20% probability of detecting a bone
thickness of less than 0.5 mm nearby the implant surface.
The probability increases to 80% for a bone thickness of
greater than 1.2 mm, and nearly all cases are detected
when the thickness exceeds 2 mm."® Hence, when the bone
thickness is less than 1 mm, interpretation errors can easily
occur due to imaging artifacts; such errors are difficult to
eliminate through increased data or training and may
require higher-resolution CBCT imaging devices to effec-
tively address. To overcome the influence of a large bone
marrow space, which is typically seen in the mandible,® an
autofilling algorithm was established for image pre-
processing and appeared to reduce the errors in this study.
However, due to the discontinuities in cortical bone
affecting the K-means clustering process, the filling of the
marrow space was still suboptimal in some cases (Fig. 4).
The majority of miscellaneous cases were the borderline
cases characterized by a nearly 50% boundary of alveolar
bone height according to the definition of the classifica-
tion.* This could be further improved by increasing the
volume of data, which would allow the algorithm to accu-
rately identify these borderline cases. Although these cases
were statistically considered to be misclassified, they
exhibited minimal clinical differences from the perspective
of clinicians. Improvements could potentially be achieved
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in the future by increasing the resolution of CBCT or
exploring other approaches. Furthermore, the difference in
the training results between condition B and condition C
was minor, suggesting that the autofilling preprocessing
algorithm might not be sensitive enough to identify a ‘true’
bone marrow space. Thus, further improvement of the
preprocessing algorithm is still required.

Although implant-ridge relationship identification by
MobileNet has reached high accuracy level and could be
beneficial to establish reliable clinical diagnosis, this
approach still has several concerns. Firstly, the present
algorithm relies solely on a single cross-sectional slice from
CBCT and might be insufficient to reflect the three-
dimensional pattern of ridge defects. The severity of
ridge defects might be assessed more accurately when
multiple consecutive implants presented, and introducing
continuous CBCT slices for Al training will aid in more ac-
curate judgement of the real implant-ridge relationship.
Secondly, because the training data was limited to the
mandibular posterior region with fully healed ridges, the
model’s applicability is restricted, and the inclusions of
datasets from other regions and unhealed ridges are still
required.

In conclusion, we demonstrated that MobileNet archi-
tecture was capable of identifying implant-ridge relation-
ship at the clinically applicable level. The results also
suggested that Al can assist clinicians in establishing a
reliable preoperative diagnosis and treatment plan for
dental implants in the setting of general dental practice.
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