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KEYWORDS Abstract Background/purpose: Large language models (LLMs) such as OpenAl’s ChatGPT,
Education tool; Google’s Bard, and Microsoft’s Bing Chat have shown potential as educational tools in the med-
GPT-4; ical and dental fields. This study evaluated their effectiveness using questions from the Japa-
Japanese national nese national dental hygienist examination, focusing on textual information only.
dental hygienist Materials and methods: We analyzed 73 questions from the 32nd Japanese national dental hy-
examination; gienist examination, conducted in March 2023, using LLMs ChatGPT-3.5, GPT-4, Bard, and Bing
Large language Chat. Each question was categorized into one of nine domains. Standardized prompts were
models used for all LLMs, and Fisher’s exact test was applied for statistical analysis.

Results: GPT-4 achieved the highest accuracy (75.3%), followed by Bing (68.5%), Bard (66.7%),
and GPT-3.5 (63.0%). There were no statistically significant differences between the LLMs. The
performance varied across different question categories, with all models excelling in the
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‘Disease mechanism and promotion of recovery process’ category (100% accuracy). GPT-4
generally outperformed other models, especially in multi-answer questions.

Conclusion: GPT-4 demonstrated the highest overall accuracy among the LLMs tested, indi-
cating its superior potential as an educational support tool in dental hygiene studies. The study
highlights the varied performance of different LLMs across various question categories. While
GPT-4 is currently the most effective, the capabilities of LLMs in educational settings are sub-
ject to continual change and improvement.

© 2024 Association for Dental Sciences of the Republic of China. Publishing services by Elsevier
B.V. This is an open access article under the CC BY license (http://creativecommons.org/

licenses/by/4.0/).

Introduction

It is well known that ChatGPT and other large language
models (LLMs) are rapidly innovating and improving.
Commonly known LLMs include ChatGPT, Bard, and BingChat
(developed by OpenAl, Google, and Microsoft, respectively).
These models have advanced conversational abilities,
closely resembling human-like interactions. This capability
holds excellent promise for educational settings, including
the use of virtual assistants, chatbots, and online learning
support systems.” Evaluations of correct response rates
using LLMs have been reported in national examinations for
medical doctors, nurses, and pharmacists, suggesting the
potential of LLMs as an educational support tool.> *

ChatGPT-4 has been reported to have statistically
significantly more dental knowledge than GPT-3.5.° These
reports were based on evaluations using ChatGPT-3.5 or
GPT-4, focusing specifically on questions with textual in-
formation, excluding figures, tables, and image
information.? > ChatGPT and other LLMs have been evalu-
ated in previous reports in the medical and dental field.?~'°
However, the Japanese national dental hygienist examina-
tion has not yet been evaluated by any LLMs.

Therefore, the present study was conducted as a pilot
study using multiple LLMs to clarify the potential of LLMs as
educational support tools, using questions from the Japa-
nese national dental hygienist examination and targeting
only questions with textual information, excluding charts
and images.

Materials and methods

Obtaining and processing data from the Japanese
national dental hygienist examination

We collected questions from the 32nd Japanese national
dental hygienist examination, administered in March 2023,
using the 32nd national dental hygienist examination
question booklet." The national dental hygienist exami-
nation consists of 220 questions, and in the present study,
only questions that did not include figures or images were
extracted; 74 questions were selected. The Ministry of
Health, Labour and Welfare in Japan evaluates examination
questions after they are administered and publishes on the
web the questions eliminated from scoring as inappro-
priate.’? Of the 74 questions, one was excluded as inap-
propriate; 73 were used in this study.

The Guideline for National Dental Hygienist Examination
divides the examination subjects into the following nine
categories: structure and function of the human body
excluding teeth and oral cavity, structure and function of
teeth and oral cavity, disease mechanism and promotion of
recovery process, human and social systems related to
dental and oral health and prevention, introduction to
dental hygiene, clinical dental medicine, theory of pre-
ventive dental procedures, theory of dental health guid-
ance, and theory of dental assistance.’® Using the 32nd
national dental hygienist examination Question Booklet,
each question was identified as belonging to one of these
nine categories. "’

Large language models

ChatGPT-3.5 and 4, developed by OpenAl (September 2023
model), Bard, developed by Google (19 September 2023
model), and Bing Chat, developed by Microsoft (GPT-4
based model), were used as LLMs. Standardized prompt
inputs and question texts were entered into each LLM’s web
interface, and all responses obtained were recorded. The
input was performed on 12 November 2023. A prompt is “an
instruction given to an LLM to enforce a rule, automate a
process, or guarantee a specific quality and quantity of the
generated output”.™

We standardized the format of the prompts when
entering the question text and images as follows: “You are
a student taking the National Dental Hygienist Examination.
According to the question text, first output the correct
answer. Then, output the reason for your choice and why
the other choices are inappropriate.” In this study, to
ensure consistency, each prompt and question text entry
into the LLMs was attempted only once per question, and
each response was recorded.

Figure 1 shows the images of the prompt and question
text inputted into each LLM. Specifically, Fig. 1A illustrates
the input for ChatGPT-3.5, Fig. 1B for ChatGPT-4, Fig. 1C
for Bing Chat, and Fig. 1D for Bard.

Data and statistical analysis

We used QlikSense® Enterprise August 2022 Patch 2 (Qlik
Technologies Inc., King of Prussia, PA, USA) for data anal-
ysis. We used GraphPad Prism 9.5.1 (GraphPad Software,
Boston, MA, USA) for statistical analysis employing Fisher’s
exact test.
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Figure 1
4, (C) Bing Chat, (D) Bard.

Results

Table 1 shows the results of the questions using each LLM.
There was one unanswerable question in Bard. The highest
percentage of correct answers was 75.3% for GPT-4, 68.5%
for Bing, 66.7% for Bard, and 63.0% for GPT-3.5. Fisher’s
exact test was performed between each LLM and no sta-
tistically significant difference was found between
combinations.

Table 2 shows the percentage of correct answers and
other data by the number of correct answers specified in
the question text. When the number of correct answers
specified by the question text was 1, the LLMs showed
more than 72.5% of correct answers, except for Bing,
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Images of the prompt and question text inputted into each large language model (LLM), (A) ChatGPT-3.5, (B) ChatGPT-

which was 68.3%. When the number of correct responses
was 2, the percentages of correct answers were 50.0% for
GPT-3.5 and 59.4% for Bard, but 68.8% for Bing and 75.0%
for GPT-4. Fisher’s exact test was used to evaluate be-
tween LLMs, but none of the differences were statistically
significant.

Table 3 shows the accuracy of the four LLMs’ answers to
questions related to each category of the exam, rated as a
percentage of correct answers. In theory of dental health
guidance, GPT-3.5, Bard, and Bing exhibited similar accu-
racy (73.3%, 73.3%, and 80.0%, respectively) for 15 ques-
tions. GPT-4 outperformed the other models with 86.7%. In
human and social systems related to dental and oral health
and prevention, all models demonstrated comparable

Table 1  Performance of large language models (LLMs) in the Japanese National Dental Hygienist Examination.

LLMs Number of Correct Incorrect Percentage of correct
questions (n) answers (n) answers (n) answers (%)

GPT3.5 73 46 27 63.0

GPT4 73 55 18 75.3

Bard 72 48 24 66.7

Bing 73 50 23 68.5
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Table 2 Comparative performance of large language models (LLMs) based on the number of correct answers.

Number of specified LLMs Correct Incorrect Percentage of correct
correct answers answers (n) answers (n) answers (%)
1 GPT3.5 30 11 73.2
GPT4 31 10 75.6
Bard 29 11 72.5
Bing 28 13 68.3
2 GPT3.5 16 16 50.0
GPT4 24 8 75.0
Bard 19 13 59.4
Bing 22 10 68.8

Table 3 Performance of large language models (LLMs) in different categories of the Japanese National Dental Hygienist

Examination

Category Number of questions (n) Percentage of correct answers (%)

GPT3.5 GPT4 Bard Bing

Theory of dental health guidance 15 73.3 86.7 73.3 80.0

Human and social systems related to dental 14 64.3 71.4 71.4 71.4
and oral health and prevention

Theory of preventive dental procedures 11 63.6 54.5 54.5 63.6

Theory of dental assistance 10 50.0 80.0 60.0 70.0

Clinical dental medicine 9 44.4 77.8 55.6 55.6

Introduction to dental hygiene 5 80.0 60.0 60.0 80.0

Structure and function of teeth and oral 3 33.3 66.7 33.3 0.0
cavity

Disease mechanism and promotion of 3 100.0 100.0 100.0 100.0
recovery process

Structure and function of the human body 3 66.7 100.0 100.0 66.7
excluding teeth and oral cavity

Total 73 63.0 75.3 65.8 68.5

performance, scoring 71.4%, except GPT-3.5 (64.3%). In Discussion

theory of preventive dental procedures, the models faced
11 questions, with GPT-4 and Bard having a 54.5% accuracy
rate, lower than Bing and GPT-3.5 (both 63.6%). For the 10
questions in theory of dental assistance, GPT-3.5 scored
50.0%, Bard scored 60.0%, Bing scored 70.0%, and GPT-4
scored 80.0%. In clinical dental medicine, among the nine
questions posed, GPT-4 scored highest with 77.8%, followed
by Bard and Bing with 55.6%, and GPT-3.5 with 44.4%. For
the five questions in introduction to dental hygiene, Bing
and GPT-3.5 both scored 80.0% while GPT-4 and Bard both
achieved 60.0%. In structure and function of teeth and oral
cavity, with three questions, GPT-4 scored 66.7%, GPT-3.5
and Bard scored 33.3%. Bing did not score in this cate-
gory. In the 3-question category of disease mechanism and
promotion of recovery process, all models performed
exceptionally well, each achieving 100.0%. In structure and
function of the human body excluding teeth and oral cavity,
GPT-3.5 and Bing scored 66.7% for the three questions,
while GPT-4 and Bard achieved a perfect score of 100.0%.
The total data set consisted of 73 questions, and the
overall accuracy was, in order of highest to lowest, GPT-4
(75.3%), Bing (68.5%), Bard (65.8%), and GPT-3.5 (63.0%).

We used four LLMs, GPT-3.5, GPT-4, Bard, and Bing, to
evaluate the ability to pass questions on the Japanese na-
tional dental hygienist examination that did not include
charts or intraoral photographs. Our results showed that
GPT-4 had the highest percentage of correct answers
among the four LLMs, consistent with a previous study
comparing GPT-3.5 and GPT-4 on dental knowledge.® The
results were also consistent with those of a report evalu-
ating the percentage of correct answers on GPT-3.5 and
GPT-4 in national examinations in the medical field.>
Our evaluation using the 73 questions in our study showed
that the highest correct response rates were for GPT-4, fol-
lowed by Bing, Bard, and GPT-3.5. However, no statistically
significant differences were found for any combination of the
four LLMs. Bing had the second-highest percentage of correct
answers after GPT-4, possibly because Bing’s operation is
based on GPT-4."> However, it is clear from the present study
that the results differed from those of GPT-4. Although one
report claimed that Bing Chat had a higher percentage of
correct responses than GPT-4, the results may have differed
because that study used a data set of English questions, which
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was entirely different from ours.® It is generally expected
that results differ depending on the data set.

Bard gave no answer to one question, which we treated
as unanswerable; we entered the same question into Bard
multiple times, only to repeatedly get the same answer of
being unable to give a correct answer. The behavior was
different depending on the LLMs in the present study. A
report evaluating the performance of GPT-3.5, GPT-4, and
Bard on the neurosurgery oral exam prep question bank
showed that GPT-4 outperformed both GPT-3.5 and Bard,
consistent with our finding that GPT-4 is most effective.'®

When the number of correct answers indicated by the
question was 1, the correct response rate was 70%, except
for Bing, indicating that the question was easy for the LLMs.
When the number of correct answers indicated by the
question was 2, GPT-4 had the highest correct response rate
of 75.0%, demonstrating the superior ability of GPT-4.
Furthermore, the percentage of correct LLMs varied
depending on the instructions for the number of correct
answers.

The Japanese national dental hygienist examination is
classified into nine categories, and Table 3 shows the dif-
ferences in the correct response rates of the LLMs accord-
ing to category. In some cases, the correct response rates of
the LLMs differed significantly from category to category,
while in others, such as the disease mechanism and pro-
motion of recovery process category, all LLMs showed 100%
correct response rates. The difference in the percentage of
correct responses by each LLM may be partly due to dif-
ferences in the training data of each LLM.

As shown in Table 3, GPT-4 generally had the highest
percentage of correct responses, again demonstrating, as in
Table 2, the high ability of GPT-4. Other reports similarly
showed high GPT-4 capacity, consistent with the results of
this study. However, in some categories, the correct answer
rate of GPT-4 was lower than that of other LLMs, and it was
found that it was weak in theory of preventive dental pro-
cedures and introduction to dental hygiene. It is essential to
note that while LLMs have shown promise in various appli-
cations, they also present challenges. For instance, they can
generate false, erroneous, or misleading content, a signifi-
cant concern in examinations and educational settings."’

The primary aim of this study was to evaluate the cor-
rect answer rates of four LLMs and their problem-solving
abilities. Additionally, the LLMs were instructed to provide
the rationale behind their answers. However, this aspect
was not the focus of our analysis. Therefore, the study
concentrated solely on assessing the percentage of correct
answers without exploring the underlying reasoning that
LLMs articulated for their answers. Although this approach
was methodologically intentional, we recognize that this is
a limitation of the study. Future research is envisaged to
conduct a comprehensive analysis encompassing both the
accuracy of the responses and the substantiation of the
responses provided by the LLMs.

In this study, we evaluated only once trial. We recognize
that the number of trials may influence the study’s results,
and this is one of the limitations of this study. Looking
forward, we aim to extend our inquiry to understand how
the variability in the number of trials could affect the ac-
curacy of the response rates from the LLMs.

2266

Another limitation of this study is that although there
are studies comparing GPT-3.5 to GPT-4 on other national
exams, there are no studies comparing GPTs to Bard or
Bing, so a detailed discussion was unable to be developed.
Additionally, although the analysis was conducted using
questions from a single national dental hygienist examina-
tion, the possibility must be considered that the results
may differ from those obtained from multiple years of
questions. Furthermore, because the LLMs change as the
models are updated, the correct response rate obtained in
this study may change over time.

The present study represents the first attempt to use
multiple LLMs other than ChatGPT to challenge the Japa-
nese national dental hygienist examination. The best of the
four LLMs was shown to be GPT-4, regardless of condition or
category. The results of this study indicate that GPT-4 is an
LLM that, with an understanding of its limitations, has the
potential to be used as an educational support tool for
students. However, caution should be exercised in inter-
preting the results obtained.
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