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Abstract Background/purpose: Numerous studies have shown that large language models
(LLMs) can score above the passing grade on various board examinations. Therefore, this study
aimed to evaluate national dental board-style examination questions created by an LLM versus
those created by human experts using item analysis.
Materials and methods: This study was conducted in June 2024 and included senior dental stu-
dents (n Z 30) who participated voluntarily. An LLM, ChatGPT 4o, was used to generate 44 na-
tional dental board-style examination questions based on textbook content. Twenty questions
for the LLM set were randomly selected after removing false questions. Two experts created
another set of 20 questions based on the same content and in the same style as the LLM.
Participating students simultaneously answered a total of 40 questions divided into two sets
using Google Forms in the classroom. The responses were analyzed to assess difficulty, discrim-
ination index, and distractor efficiency. Statistical comparisons were performed using the Wil-
coxon signed rank test or linear-by-linear association test, with a confidence level of 95%.
Results: The response rate was 100%. The median difficulty indices of the LLM and human set
were 55.00% and 50.00%, both within the range of “excellent” range. The median discrimina-
tion indices were 0.29 for the LLM set and 0.14 for the human set. Both sets had a median dis-
tractor efficiency of 80.00%. The differences in all criteria were not statistically significant
(P > 0.050).
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Figure 1 Schem
Conclusion: The LLM can create national board-style examination questions of equivalent
quality to those created by human experts.
ª 2025 Association for Dental Sciences of the Republic of China. Publishing services by Elsevier
B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).
Table 1 An example prompt used to generate board
examination-style questions for the LLM set.

Item for LLM Content

Prompt to generate Create two multiple-choice questions
Introduction

Numerous artificial intelligence (AI) models have been
developed using deep learning and studied in a wide range
of fields.1e5 Recently, the growth of large language models
(LLMs) has significantly impacted daily life and
research.6e19 LLMs are specialized in processing natural
language, including creating, editing, and summarizing
text.6e8 These models are continuously learned from new
inputs provided by users worldwide. While LLMs are capable
of answering knowledge-based questions, they sometimes
hallucinate, providing incorrect information instead of
facts when the models lack specific knowledge.20

In the field of medicine and dentistry, discussions about
effective integration of AI into real practice and education
have been ongoing.1,2,4,8e17 Most commonly, deep learning
models have been primarily developed and tested for the
detection, classification, and prediction of pathologies or
medical image generation.1,2,4 In education, language
models can serve as virtual patients or learning re-
sources.18,19,21,22 Moreover, several studies have been
conducted to test the ability of LLMs to answer ques-
tions.10e17 These studies have demonstrated that LLMs
often score above the passing grade for board-style exam-
ination questions across various regions and fields.10e17

While LLMs’ strengths include manipulating natural lan-
guages, many studies have examined their test-taking ca-
pabilities rather than their proficiency in generating test
questions specifically in dentistry. Therefore, this study
aimed to evaluate board-style examination questions
generated by an LLM and compare them to those written by
human experts using item analysis.
questions with five options each, and one
correct answer, based on the
contents of the attached file, in a
style similar to dental board-
examinations. Show the correct
answer at the end of each question.

Attached file Chapter 31. Interpretation of
craniofacial anomalies

LLM, large language model.
Materials and methods

This prospective cross-sectional study was conducted at the
Department of Oral and Maxillofacial Radiology, Kyung Hee
University Dental Hospital. Ethical approval was obtained
from the Institutional Review Board (IRB) of the Kyung Hee
University Dental Hospital (IRB No: KH-DT24002) on May 30,
2024. All participants completed the questionnaire
atic diagram of the overall proc
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independently and provided informed consent. The study
procedure following ethical approval is shown in Fig. 1.
Board-style examination questions

Examination questions were based on a summarized version
of the most frequently used oral and maxillofacial radiology
textbook in the Republic of Korea. ChatGPT (ChatGPT-4o,
available at chatgpt.com, OpenAI, San Francisco, CA, USA)
was used to generate 44 examination questions from 22
chapters, formatted as multiple-choice questions with five
options designed to simulate a national dental board ex-
amination (Table 1). The questions were evenly distributed
across the textbook content. Questions generated by
ChatGPT were screened for potential errors or inaccura-
cies, resulting in the elimination of three false questions.
Subsequently, 20 questions were randomly selected for in-
clusion in the “LLM set.”

Human experts, two oral and maxillofacial radiology
specialists with more than 8 years of experience in dental
student education, created 20 examination questions for
the “human set” in the same format and based on the same
content used for the ChatGPT-generated questions. These
specialists were blinded to the questions generated by
ChatGPT. The questions were cross-checked for errors and
ess of this study. LLM, large language model.

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://chatgpt.com
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corrected based on expert consensus. Examples of the
questions from each set are shown in Fig. 2.

Study group

In total, 30 senior undergraduate dental students, who
completed their first semester, voluntarily participated in
the study. By the end of the first semester, the students had
finished learning all the contents of the oral and maxillo-
facial radiology textbooks. In the second (final) semester,
students would focus on reviewing and consolidating their
knowledge in preparation for the national dental board
examination. Participating in this study allowed students to
review the content and answer new questions as part of
their board examination preparation process.

Under the agreement of the participants, they were
assembled in a classroom to answer 40 questions divided
into two sets (20 each from the LLM and human sets) within
a 30-min timeframe, an equivalent amount of time given
during board examinations. Questions were distributed and
answered using Google Forms (Alphabet Inc., Mountain
View, CA, USA). Upon completing the question sets, stu-
dents were asked to speculate which set was generated by
ChatGPT and which by humans.

Item analysis

The results of both sets were analyzed using terms of item
analysis, which included assessing the difficulty index,
discrimination index, and distractor efficiency.23,24 The
difficulty index represents the proportion of students who
chose the correct option. The discrimination index mea-
sures the difference in the number of students who chose
the correct option between the upper 27% and the lower
27% of performers.

PZ100 � R=T ð1Þ
Figure 2 Example questions based on knowledge of the
biological effects of ionizing radiation. (A) Large language
model and (B) human sets.
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where P is the difficulty index of an item, R is the number of
correct responses, and T is the total number of
respondents.

DZ ðUG� LGÞ=n ð2Þ
where D is the discrimination index of an item, UG and LG
are the number of correct responses to an item from upper
and lower 27% students, respectively, and n is the number
of the students in the larger group between upper and
lower 27%.

Difficulty index values of 20% to 90% are considered good
and acceptable, while those within the range of 40% to 60%
are deemed excellent. Items with values less than 20% and
above 90% need modification.23 According to Ebel et al.,
discrimination indices can be categorized as follows: �0.40
indicates very good discrimination; between 0.30 and 0.39
suggests minimal or no modification needed; between 0.20
and 0.29 indicates marginal discrimination and needs
modification; �0.19 indicates that the item must be
modified or reconsidered.25 Since this study evaluated the
items only once, no further modifications were made to the
questions in either set.

A non-functioning distractor refers to an option that was
chosen by less than 5% of the students. Distractor efficiency
is defined as the ratio of functioning distractors to the total
number of distractors.

DEZ100 � ðN �NFDÞ=N ð3Þ
where DE is the distractor efficiency of an item, N is the
total number of options for each item, and NFD is the
number of non-functioning distractors. Because all ques-
tions contained five options, N was 5.

Statistical analysis

The Wilcoxon signed-rank test was used to compare the
difficulty index, discrimination index, and distractor effi-
ciency values between the LLM and human sets. The pres-
ence of non-functioning distractors in both sets was
assessed using a linear-by-linear association test. The sig-
nificance level was set at 95% for the analyses. Data were
analyzed using IBM SPSS Statistics for Windows, Version 29
(IBM Corp., Armonk, NY, USA).

Results

The median values for difficulty index, discrimination
index, and distractor efficiency in the LLM and human sets
were 55.00%, 0.29, and 80.00%, and 50.00%, 0.14, and
80.00%, respectively. None of these differences were sta-
tistically significant (P > 0.050). Detailed results of both
sets and their statistical comparisons are presented in
Table 2. Additionally, approximately 63.3% (19 out of 30) of
the students correctly identified the origin of the question
sets.

The median difficulty index values for both the LLM and
the human sets were considered excellent. The relationship
between the difficulty and discrimination indices for each
item in both sets is shown in Fig. 3. Items with difficulty
index values between 30% and 80% exhibited the highest
discrimination index values. Conversely, items with a



Figure 4 Number of non-functioning distractors in large
language model and human sets.

Table 2 Median and quartile values of difficulty and discrimination index, and distraction efficiency of the human and LLM
sets.

LLM set Human set P-value

Difficulty index (%) 55.00 (35.83e68.33) 50.00 (9.17e63.33) 0.211
Discrimination index 0.29 (0.14e0.57) 0.14 (0.00e0.29) 0.064
Distractor efficiency (%) 80.00 (60.00e80.00) 80.00 (60.00e80.00) 0.776

LLM, large language model.

H.-S. Kim and G.-T. Kim
difficulty index below 30% or above 80% showed incre-
mentally decreasing discrimination power. Among the
questions in the LLM and human sets, two and eight ques-
tions, respectively, had difficulty indices below 20% or
above 90%, thus requiring modification. Although the me-
dian discrimination index values of each LLM and human
sets fell into different categories, both sets required
modification for a significant number of questions (11 and
16 questions, respectively), and the differences were sta-
tistically insignificant. The distractor efficiency of the LLM
and the human sets showed an equivalent level, and the
number of non-functioning distractors also showed no sta-
tistical difference (P > 0.050), with both sets having a
median of 1. The distribution is shown in Fig. 4.

Discussion

This study aimed to evaluate board-style examination
questions fabricated by LLMs and compare them to those
written by human experts using item analysis. The median
difficulty and discrimination index values of the LLM and
human sets showed slight differences that were not sta-
tistically significant. In addition, distractor efficiency was
equivalent between the two sets. Of the 44 questions
created by ChatGPT, three were based on hallucinations.

Although difficulty and discrimination index values did
not differ significantly, the number of questions subjected
to modification (difficulty index <20% or >90%; discrimi-
nation index <0.3) was greater for the human set. In terms
of difficulty index values, the human set had a larger dif-
ference between the 25 percentile value (9.17%) and me-
dian (50.00%) than the LLM set (35.83% and 55.00%,
respectively). For discrimination index values, the LLM set
had a higher median value of 0.29 (vs 0.14) and a larger
Figure 3 Plots of discrimination indices (Y axis) against difficult
sets.
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difference between the median and 75 percentile values
than the human set (0.28 > 0.15). This resulted in a greater
number of items in the LLM set with a discrimination index
greater than 0.3.

Nevertheless, the distractor efficiency was almost
identical between the LLM and human sets. Since more
efficient distractors constitute difficult and discriminating
items,26 this finding may be construed by the range of dif-
ficulty and discrimination indices observed in both sets. The
relationship between difficulty and discrimination indices
revealed that the minimum and maximum values of both
indices were very similar between the two sets, despite
various combinations of these indices.

The present study assessed the test-making skills of LLM
in dentistry, while most studies in dentistry and medicine
have mainly focused on evaluating their test-taking
skills.10e17 The LLMs demonstrated passing scores in
y indices (X-axis). (A) Large language model set and (B) human
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board-style examinations across various fields, including
national medical boards, neurology, radiology, public
health areas, and national dental and dental hygienist
boards in various regions. In most studies comparing LLMs,
the best result was observed with ChatGPT-4, which was
also used in this study. One previous study also evaluated
neurophysiology examination questions generated by
ChatGPT and human experts.9 The findings were consistent
with those of this study, showing that questions generated
by ChatGPT showed similar quality to those written by ex-
perts.9 In that study, students were also able to correctly
recognize the question writer slightly better than by chance
(57%), which is comparable to the 63% accuracy observed in
this study.9

Nevertheless, this study is unique in that it specifically
explored the hallucinations produced by the LLM, despite
existing literature with a similar objective.9 Three ques-
tions were eliminated because what they inquired about,
and the options provided, included false statements not
mentioned in the given textbook summary. For example,
one of those questions addressed characteristic radiologic
features of malignant salivary gland tumors, which were
not stated in the source material. Also, none of its options
specified the imaging modality, such as ‘irregular borders
and mixed radiolucency’ even though the textbook sum-
mary explicitly indicated the imaging features for each
modality. ChatGPT falsely created statements and omitted
crucial information, resulting in incorrect and unfounded
questions.

Beyond the educational performance of artificial intel-
ligence models in test-related tasks,9e17 their practical
application in dental and medical education have been
thoroughly investigated.18,19,21,22 Artificial intelligence
chatbots have been implemented as virtual patients or
clinical guidance for students and patients.18,19,21,22,27,28

Students have generally satisfied with the chatbots,19,21,22

but they also responded that chatbots could not replace
human interaction.22,29 In addition, the LLMs have been
scrutinized for clinical application, for instance, answering
patients’ clinical questions.27,28 The results evaluated by
dental experts indicated that the LLMs’ responses were
acceptable, with the latest version found to be as reason-
able as those provided by experts.27,28

This study has several limitations. First, the number of
participants was relatively small.9 Further studies with a
larger number of students would yield more robust results.
Second, the questions consisted only of text, without any
accompanying images. For the LLM to create questions
using radiographic images, the input would need to include
sampled radiographic images. However, exposing patient
radiographs to a third party raises a serious ethical issue.
Despite this challenge, the absence of radiographic images
remains a limitation, particularly for a study focused on
oral and maxillofacial radiology. Additionally, while taking
full advantage of LLMs to generate examination questions
can be beneficial, it should be considered with caution.
Although it is time-consuming for teachers to create new
questions on the same content each year, the potential for
hallucinations in LLMs-generated questions is inevitable.20

Thus, LLMs’ examination questions require human surveil-
lance and confirmation before practical use.
899
In conclusion, ChatGPT can generate dental board-style
examination questions of equivalent quality to those
generated by human experts. However, direct application
in actual examinations should be carefully conducted,
considering the potential for hallucinations.
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